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A B S T R A C T

Common law courts need to refer to similar precedents’ judgments to inform their current
decisions. Generating high-quality summaries of court judgment documents can facilitate legal
practitioners to efficiently review previous cases and assist the general public in accessing
how the courts operate and how the law is applied. Previous court judgment summarization
research focuses on civil law or a particular jurisdiction’s judgments. However, judges can
refer to the judgments from all common law jurisdictions. Current summarization datasets
are insufficient to satisfy the demands of summarizing precedents across multiple jurisdictions,
especially when labeled data are scarce for many jurisdictions. To address the lack of datasets,
we present CLSum, the first dataset for summarizing multi-jurisdictional common law court
judgment documents. Besides, this is the first court judgment summarization work adopting
large language models (LLMs) in data augmentation, summary generation, and evaluation.
Specifically, we design an LLM-based data augmentation method incorporating legal knowledge.
We also propose a legal knowledge enhanced evaluation metric based on LLM to assess the
quality of generated judgment summaries. Our experimental results verify that the LLM-based
summarization methods can perform well in the few-shot and zero-shot settings. Our LLM-based
data augmentation method can mitigate the impact of low data resources. Furthermore, we carry
out comprehensive comparative experiments to find essential model components and settings
that are capable of enhancing summarization performance.

. Introduction

Common law systems rely on case precedents (prior cases), which encompass not only judgments within a particular jurisdiction
ut also judgments from all jurisdictions throughout the common law world (HKSAR DOJ, 0000).1 Judges in common law
urisdictions need to find similar precedents and refer to the rationale employed in previous judgments (Bhattacharya et al., 2019).
ourt judgment documents typically contain long text that comprehensively discusses each case and provides detailed explanations
f judges’ decisions. Reading previous cases’ judgments is crucial for legal practitioners in common law jurisdictions. There exist
assive reported cases, and the number of cases is still increasing (HKSAR DOJ, 0000). It is difficult for legal practitioners to read

hrough abundant cases’ judgment documents.

∗ Corresponding author.
E-mail addresses: shuaiqi.liu@connect.polyu.hk (S. Liu), csjcao@comp.polyu.edu.hk (J. Cao), Yicong.Li@student.uts.edu.au (Y. Li),

song.yang@polyu.edu.hk (R. Yang), zyuanwen@polyu.edu.hk (Z. Wen).
1 A jurisdiction is an area with a set of laws governed by a court system or government entity (Lehman & Phelps, 2005).
vailable online 3 June 2024
306-4573/© 2024 Elsevier Ltd. All rights are reserved, including those for text and data mining, AI training, and similar technologies.

ttps://doi.org/10.1016/j.ipm.2024.103796
eceived 29 October 2023; Received in revised form 13 May 2024; Accepted 19 May 2024

https://www.elsevier.com/locate/ipm
https://www.elsevier.com/locate/ipm
mailto:shuaiqi.liu@connect.polyu.hk
mailto:csjcao@comp.polyu.edu.hk
mailto:Yicong.Li@student.uts.edu.au
mailto:rsong.yang@polyu.edu.hk
mailto:zyuanwen@polyu.edu.hk
https://doi.org/10.1016/j.ipm.2024.103796
https://doi.org/10.1016/j.ipm.2024.103796


Information Processing and Management 61 (2024) 103796S. Liu et al.

o
u
h
t
a
a

l
d
s

k
e

M
e
j
C
s

j
d
s
a
g
o
i
t

b
c
m
f
a
a
a
c
t
P
H

s
e
m
c
L

Fig. 1. Our workflow of court judgment summarization.

The high-quality summary of judgment document can facilitate readers to quickly browse key information of each case. It not
nly helps legal practitioners effectively review past cases, but also makes it easier for the general public to read judgments and
nderstand how the courts operate and how the law is applied. However, employing legal experts to write summaries costs a lot and
as limited coverage of new or atypical cases’ judgments (Kanapala, Pal, & Pamula, 2019). Alternatively, we can leverage automatic
ext summarization technology to generate summaries for court judgments. Considering judges need to compare similar precedents
cross all common law jurisdictions (HKSAR DOJ, 0000), summaries of court judgments from multiple common law jurisdictions
re helpful for comparing and analyzing similar precedents efficiently.

Our research focuses on empowering computers to produce high-quality summaries of multi-jurisdictional judgments even when
acking data and computational resources. To accomplish this goal, we must address several challenging issues: (1) the lack of
atasets, (2) training supervised summarization models with very limited labeled data, (3) efficiently process long documents and
ummaries with limited computing resources, (4) accurately and comprehensively assess the quality of generated summaries.

We propose a solution for low-resource court judgment summarization to address the above challenging issues. Fig. 1 depicts six
ey steps in our solution, including data collection, data cleaning, data augmentation, content selection, summary generation, and
valuation.

There are very few court judgment summarization datasets. Some focus on civil law jurisdictions (Feijó & Moreira, 2018; Glaser,
oser, & Matthes, 2021), while others concentrate on judgments from specific common law jurisdictions (Bajaj et al., 2021; Shukla

t al., 2022). They are insufficient to satisfy the demands of summarizing court judgment documents across multiple common law
urisdictions and comprehensively evaluating judgment summarization methods. In order to address the lack of datasets, we build
LSum, the first large-scale dataset for summarizing multi-jurisdictional common law court judgment documents.2 CLSum has four
ubsets for court judgments from Canada, Australia, the United Kingdom, and Hong Kong SAR.

Similar to other domain-specific tasks, court judgment summarization usually suffers from a shortage of labeled data. Most
udgments do not have summaries due to the high cost of hiring experts to write summaries. In most jurisdictions, court websites
o not publish or only publish a small number of judgment summaries of typical cases. Under this low data resource condition,
ummarization models’ few-shot and zero-shot performance becomes crucial. We carry out extensive comparative experiments to
nalyze the effect of the training set size on different summarization models’ performance. In addition to selecting models with
ood few-shot and zero-shot performance, expanding the dataset is another way to improve summarization performance. To expand
ur CLSum’s training sets and reduce overfitting, we adopt the large language model (LLM) for data augmentation. Meanwhile, we
ntroduce legal knowledge into the prompts to constrain the LLM to properly use legal concepts when synthesizing sample text in
he data augmentation process.

In addition to insufficient data resources, deploying artificial intelligence models in domain applications is often hindered
y limited computing resources. Processing long documents and summaries usually requires more computing resources. When
omputing resources are limited, it is crucial to reduce the complexity of the summarization models and improve the efficiency of
odel training and inference. To reduce the complexity of the summarization models, our solution has a two-stage summarization

ramework, which first compresses long inputs in the content selection stage and then feeds the compressed inputs into the
bstractive summarization models for fine-grained content selection and integration. Besides, we also substitute the original self-
ttention mechanism with sparse attention mechanisms (Beltagy, Peters, & Cohan, 2020; Dao, Fu, Ermon, Rudra, & Ré, 2022) and
dopt a divide-and-conquer-based training strategy for models pre-trained on the shorter input sequences. To further reduce the
onsumption of GPU memory and conduct model fine-tuning and inference on off-the-shelf GPUs, we adopt some memory-efficient
raining techniques (Dettmers, Lewis, Belkada and Zettlemoyer, 2022; Dettmers, Lewis, Shleifer and Zettlemoyer, 2022; Dettmers,
agnoni, Holtzman, & Zettlemoyer, 2023; Hu et al., 2021; Rajbhandari, Rasley, Ruwase, & He, 2020; Wu, Li, Aminabadi, Yao, &
e, 2023).

It is also crucial to accurately and comprehensively evaluate the quality of the generated summaries. We adopt various
ummarization methods as baselines and evaluate them on our CLSum dataset. For performance comparison, we carry out automatic
valuation and human evaluation. Apart from the widely used evaluation metrics, we design a legal knowledge enhanced evaluation
etric named LTScore. It is based on foundation models fine-tuned on the legal corpus. Legal texts usually contain more legal terms

ompared to texts in the general domain. These terms should be used accurately in court judgments and their summaries. Therefore,
TScore assigns greater weights to legal terms in judgment summaries to better assess the accurate usage of such legal terms.

2 The CLSum dataset is available for download online at: github.com/StevenLau6/CLSum.
2
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The rest of this paper is organized as follows. We list our objectives and contribution in Section 2. Section 3 briefly introduces
elated works. We present our CLSum dataset in Section 4, our summarization method in Section 5, and our experimental settings
n Section 6. Our experimental results are reported and analyzed in Section 7. Finally, Section 8 concludes this paper and discusses
ur future work.

. Objectives and contribution

The primary focus of this research is to generate high-quality summaries of judgment documents in the context of insufficient
ata and computational resources. To achieve this goal, we need to complete four objectives:

• To build a summarization dataset covering court judgment documents from multiple jurisdictions.
• To alleviate the impact of insufficient labeled data and improve the summarization model’s performance.
• To effectively utilize limited computing resources for processing long judgment documents.
• To accurately and comprehensively evaluate the quality of generated court judgment summaries.

The contribution of this work is threefold:

• We present CLSum, the first large-scale dataset for summarizing common law court judgment documents from multiple
jurisdictions.

• We are the first to employ large language models for data augmentation, summary generation, and evaluation in court
judgment summarization.

• We design a legal knowledge enhanced evaluation metric named LTScore to evaluate generated legal text.

. Related work

Automatic text summarization techniques aim to produce concise summaries that retain the salient information within input
ocuments (Liu et al., 2023; Liu, Cao, Yang & Wen, 2022c). Both the publicly available datasets and advanced summarization
ethods facilitate the summarization research. Summarizing short documents (e.g., news and product reviews) has been widely

tudied (Fabbri, Li, She, Li, & Radev, 2019; Grusky, Naaman, & Artzi, 2018; Liu, Cao, Yang, & Wen, 2021; Zhuang, Jing, & Zhu, 2006).
here has been increasing attention towards long document summarization in recent years. Researchers built some summarization
atasets for long documents collected from various domains, including academic literature (Liu, 2024; Liu, Cao, Yang, & Wen,
022a), government reports (Huang, Cao, Parulian, Ji, & Wang, 2021), and financial reports (Liu et al., 2023; Liu, Cao, Yang &
en, 2022c).

.1. Court judgment summarization datasets

There are very few court judgment summarization datasets. Some datasets focus on civil law jurisdictions (e.g., Brazil and
ermany) (Feijó & Moreira, 2018; Glaser et al., 2021). While datasets for common law court judgments concentrate on specific

urisdictions. The Amicus Briefs dataset (Bajaj et al., 2021) focuses on public health cases in the United States.3 Shukla et al. (2022)
ropose datasets summarizing court judgment documents from the United Kingdom and India.4

In a common law system, judges are required not only to consider similar local precedents but also to compare similar
recedents in other jurisdictions. Summaries of court judgments from multiple jurisdictions can help judges compare and analyze
imilar precedents efficiently. However, the formats and content of court judgment documents vary across different jurisdictions. A
ummarization model that performs well on judgment documents from one jurisdiction may not exhibit effectiveness when applied
o judgments from other jurisdictions. Current summarization datasets are insufficient to satisfy the demands of summarizing court
udgment documents across multiple common law jurisdictions and comprehensively evaluating judgment summarization methods.

.2. Court judgment summarization methods

Document summarization methods can be generally categorized into two types: extractive (Erkan & Radev, 2004; Li & Xu, 2023;
ihalcea & Tarau, 2004) and abstractive (Liu, Cao, Yang, & Wen, 2022b; Zhang, Zhao, Saleh, & Liu, 2020) summarization methods.
e summarize and compare previous court judgment summarization methods in Table 1.
Extractive summarization methods are widely utilized in legal document summarization. They select the most salient input

entences to comprise summaries. LetSum (Farzindar & Lapalme, 2004) aims to produce structured summaries comprising four
re-defined themes. It uses heuristic rules to score and rank relevant sentences, and then select the sentences with the highest
cores for each theme to comprise the structured summary. Similarly, Saravanan et al. (2006) employ the Conditional Random
ield (CRF) to divide a legal document into seven labeled components. Then, they use the k-mixture model to select sentences
or each component in the structured summary. CaseSummarizer (Polsley et al., 2016) ranks input documents’ sentences based

3 publichealthlawcenter.org/amicus-briefs.
4 India’s legal system comprises a blend of common law, civil law, equitable law, as well as customary and religious laws (Ashish & Mohit, 0000).
3
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Table 1
Court judgment summarization methods. ‘‘Ext’’ and ‘‘Abs’’ stand for the extractive and abstractive summarization methods.

Type Models Jurisdictions Legal system

LetSum (Farzindar & Lapalme, 2004) Ext Heuristic CA Common law
CaseSummarizer (Polsley, Jhunjhunwala, & Huang, 2016) Ext Heuristic Aus Common law
Saravanan, Ravindran, and Raman (2006) Ext CRF India Mix
Feijó and Moreira (2018) Ext Gensim, LexRank, TextRank Brazil Civil law
Glaser et al. (2021) Ext CNN, RNN Germany Civil law
LegalSumm (Feijo & Moreira, 2023) Abs Transformer Brazil Civil law
Bajaj et al. (2021) Abs BART US Common law
Shukla et al. (2022) Abs BART, Pegasus, LED UK, India Mix

Ours Abs LLMs HK, CA, UK, Aus Common law

on their tf-idf scores (Salton & Buckley, 1988) coupled with some customized features. Feijó and Moreira (2018) compare some
commonly used unsupervised extractive summarization methods (Gensim (Rehurek, 2010), LexRank (Erkan & Radev, 2004), and
TextRank (Mihalcea & Tarau, 2004)). Glaser et al. (2021) employ convolutional neural networks (CNN) and recurrent neural network
(RNN) based extractive summarization methods. Despite the notable development of extractive summarization methods over the
last few decades, the extracted summaries still face difficulties in terms of coherence and readability (Wang, Nishino, Hirao, Sudoh,
& Nagata, 2016; Yao, Wan, & Xiao, 2017). Consequently, abstractive summarization methods have received more attention in recent
years.

Abstractive summarization methods identify the salient content in input text and generate novel sentences as summaries (Liu
t al., 2022b). Unlike extractive summarization methods, there are relatively few abstractive summarization methods for court
udgment documents. LegalSumm (Feijo & Moreira, 2023) divides the legal document into chunks and employs a transformer
odel (Vaswani et al., 2017) to generate these chunks’ summaries. Then, it uses a BERT model (Devlin, Chang, Lee, & Toutanova,
019) to assess these chunk summaries’ faithfulness and select the one with the highest score as the final summary. Its output
ummaries are much shorter than the target summaries in our CLSum dataset. Shukla et al. (2022) employ some pre-trained
equence-to-sequence models to summarize court judgments. Bajaj et al. (2021) fine-tune the BART model (Lewis et al., 2020)
n public health judgments in the United States.

There is a lack of research on comprehensively assessing summarization models’ performance on multi-jurisdictional judgments.
ost jurisdictions lack labeled data, which makes it difficult to train supervised summarization models. Previous legal document

ummarization work usually neglects abstractive summarization models’ few-shot and zero-shot performance. In addition to the
carcity of labeled data resources, deploying artificial intelligence models in domain applications is often constrained by limited
omputing resources. There is a research gap in court judgment summarization under the constraints of low data and computing
esources. Additionally, more research is needed to utilize legal knowledge in the abstractive summarization of court judgments.

. CLSum dataset

Common law court judgment summarization (CLSum) is a large-scale summarization dataset covering court judgments from four
ommon law jurisdictions: Canada, Australia, the United Kingdom, and Hong Kong SAR. This section first presents our procedures
or collecting and pre-processing data. Subsequently, we describe four subsets in CLSum. Furthermore, we carry out statistics on
LSum and perform a comparative analysis with other datasets.

.1. Collecting and pre-processing data

Court judgment documents usually comprehensively discuss each case and explain judges’ decisions. Electronic files of judgments
re usually publicly available online. In most jurisdictions, court websites do not publish or only publish a small number of judgment
ummaries of typical cases. We collect four jurisdictions’ court judgment documents together with their summaries from court
ebsites.

After collecting thousands of court judgments’ HTML or PDF files, we parse these files and extract their content. Then, we conduct
series of data pre-processing operations, including eliminating noises, eliminating replicated examples and outliers with excessively

hort content, and splitting three sets for training, validation, and test.

.2. Description of the CLSum’s subsets

We collect multi-jurisdictional common law court judgment documents to build the CLSum dataset. CLSum consists of four
ubsets: CLSum-CA, CLSum-HK, CLSum-UK, and CLSum-AUS.
CLSum-CA is collected from the website of the Supreme Court of Canada (SCC).5 We collect the case briefs and corresponding

udgment documents from 2018 to 2023. CLSum-CA has the fewest samples among these subsets.

5 www.scc-csc.ca/case-dossier/cb/index-eng.aspx.
4
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Table 2
Summarization datasets’ statistical information. ‘‘Samples’’ is the sample number in the dataset. ‘‘Doc’’ and ‘‘Sum’’ stand for the
input document and target summary. ‘‘Sents’’ and ‘‘Words’’ represent the average number of sentences and words in each input
document or target summary. ‘‘Dens.’’ and ‘‘Cov.’’ are the density and coverage of extractive fragments.
Dataset Samples Sents (Doc) Words (Doc) Sents (Sum) Words (Sum) Dens. Cov.

CNN/DM 312,085 39.8 810.6 3.7 56.2 3.8 0.9
PubMed 133,215 87.5 3049.0 6.8 202.4 5.8 0.8
arXiv 215,913 205.7 6029.9 9.6 272.7 3.8 0.9

CLSum-CA 192 1168 38,403 38 748 0.8 0.5
CLSum-HK 233 395 11,911 46 1169 9.7 0.9
CLSum-UK 793 458 16,143 41 1241 2.4 0.7
CLSum-AUS 1019 630 20,485 19 592 1.4 0.6

Table 3
The percentage of target summaries’ new n-grams.
Dataset Unigrams Bigrams Trigrams 4-grams

arXiv 15.04 48.21 71.66 83.26
PubMed 18.38 49.97 69.21 78.42
CNN/DM 19.50 56.88 74.41 82.83

CLSum-CA 21.65 58.00 80.90 90.09
CLSum-HK 13.48 38.86 57.53 69.06
CLSum-UK 15.00 36.25 53.71 64.29
CLSum-AUS 11.65 37.69 58.01 70.53

CLSum-HK is collected from the legal reference system.6 It covers typical cases from multilevel courts, including the Coroner’s
ourt, Magistrates’ Court, District Court (DC), High Court (HC), and Court of Final Appeal (CFA) in Hong Kong. We collect these
ases’ judgment documents and their press summaries from 2012 to 2023.
CLSum-UK is the subset focusing on the United Kingdom Supreme Court’s judgment documents.7 Shukla et al. (2022) collected

ritish judgment documents and their press summaries from 2009 to 2021.
CLSum-AUS is collected from the High Court of Australia’s website.8 We collect Australian judgment documents and their

ummaries from 2005 to 2023. CLSum-AUS is the subset with the most samples.

.3. Dataset analysis

We conduct statistics on CLSum’s four subsets and perform a comparative analysis with other datasets. As shown in Table 2,
hese four subsets’ input documents and target summaries are much longer in comparison to existing datasets. The formats and
ontent of court judgments vary across these four subsets. CLSum-HK and CLSum-CA have a few samples, while CLSum-UK and
LSum-AUS have more samples. Among these four subsets, CLSum-CA and CLSum-AUS have longer input documents but shorter
arget summaries.

In order to quantify the abstraction level of CLSum’s target summaries, Table 3 counts the ratio of target summaries’ n-grams
hat are not present in the inputs. Target summaries of CLSum-CA exhibit a greater number of new n-grams and a higher abstraction
evel. The abstraction level of target summaries in CLSum-HK, CLSum-UK, and CLSum-AUS is comparatively lower than that in other
atasets.

Additionally, we utilize two measures (Grusky et al., 2018), including the coverage and density of extractive fragments, to assess
ummarization datasets’ extractive nature. The set of shared token sequences in a given document 𝐷 and its summary 𝑆 is denoted
s extractive fragments 𝐹 (𝐷,𝑆). Eq. (1a) calculates the extractive fragment coverage, representing the proportion of words in the
ummary that are part of the extracted segment in the input document. Eq. (1b) computes the extractive fragment density, which
easures the average length of the extraction fragment to which each word in the summary belongs. Besides, the ratio between the
umber of words in the document and its summary is the compression ratio (Grusky et al., 2018).

COVERAGE(𝐷,𝑆)= 1
|𝑆|

∑

𝑓∈𝐹 (𝐷,𝑆)
|𝑓 | (1a)

DENSITY(𝐷,𝑆)= 1
|𝑆|

∑

𝑓∈𝐹 (𝐷,𝑆)
|𝑓 |2 (1b)

COMPRESSION(𝐷,𝑆)=
|𝐷|

|𝑆|
(1c)

6 legalref.judiciary.hk/lrs/common/contactus/contactus.jsp.
7 www.supremecourt.uk/decided-cases/.
8 www.hcourt.gov.au/publications/judgment-summaries/2023-judgment-summaries.
5

https://legalref.judiciary.hk/lrs/common/contactus/contactus.jsp
http://www.supremecourt.uk/decided-cases/
http://www.hcourt.gov.au/publications/judgment-summaries/2023-judgment-summaries


Information Processing and Management 61 (2024) 103796S. Liu et al.

i
d
h
i

5

s
t
t
O
s

g
s
d
d

5

s
t
a
t
a
f
s
o

c
d
a
f
(

Fig. 2. Distributions of extractive fragment coverage and extractive fragment density. ‘‘c’’ denotes the compression ratio.

As shown in Table 2, CLSum-HK’s coverage is similar to previous summarization datasets but is higher than that of other subsets
n CLSum. Among these four subsets, CLSum-CA and CLSum-AUS have smaller coverage and density of extractive fragments. Fig. 2
epicts the visualization of distributions of two measures using kernel density estimation. CLSum-HK and CLSum-UK subsets have
igh variability in density, which suggests their target summaries are written in varying styles. Furthermore, the compression ratio
s calculated by dividing the word count of a document by that of its corresponding summary.

. Method

Fig. 1 depicts that our solution consists of six key steps: data collection, data cleaning, data augmentation, content selection,
ummary generation, and evaluation. Our data collection and cleaning procedures are introduced in Section 4.1. After the first
wo steps, we conduct data augmentation to expand the training sets and reduce overfitting to the limited training samples. Then,
he content selection and summary generation steps complete the selection and integration of key information from rough to fine.
ur evaluation step comprises both automatic evaluation and human evaluation for assessing the summaries generated by various

ummarization models.
To the best of our knowledge, this is the first court judgment summarization work adopting LLM in data augmentation, summary

eneration, and evaluation. Summarizing court judgment documents under low data and computing resources conditions has
everal challenging issues, including: training supervised models with extremely limited labeled data, identifying the salient content
ispersed within the long judgment document, and improving the efficiency of model training and inference to process long input
ocuments and summaries. This section presents our methods to address these aforementioned issues.

.1. Mitigating the impact of insufficient labeled samples

In most jurisdictions, courts do not publish or only publish a limited number of judgment summaries for typical cases. The limited
ize of the labeled training set usually hinders the performance of supervised models trained from scratch. It is essential to guarantee
he summarization model’s performance when generalizing to cases not seen during training. Labeling large-scale datasets can cost
lot, while unlabeled data can be easily collected from the Internet. Researchers pre-trained foundation models with self-supervised

asks on massive unlabeled data to learn better text representations. These foundation models can provide good initialization
nd reduce the amount of labeled training samples required for downstream tasks. By fine-tuning on the downstream task, these
oundation models often outperform models trained on the same task from scratch. To mitigate the impact of insufficient labeled
amples from the summarization model perspective, we evaluate diverse foundation models’ few-shot and zero-shot performance
n our CLSum dataset and select the best-performing model.

Meanwhile, we also study mitigating the impact of insufficient labeled samples from the data perspective. We propose knowledge-
onstrained rephrasing, an LLM-based data augmentation method constrained by legal knowledge. We also compare it with different
ata augmentation methods like back translation and rephrasing. These data augmentation methods can expand the training sets
nd reduce overfitting to the limited training samples. The back translation is a commonly used data augmentation method. It
irst translates the text into another language (e.g., from English to German) and then translates it back to the original language
e.g., from German to English) (Sennrich, Haddow, & Birch, 2016). The rephrasing method employs large language models to
6
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Fig. 3. Prompt templates and examples for large language models.

Table 4
Evaluation results of content selection methods. ‘‘𝑅-1’’ is the unigram recall, and ‘‘𝑅-𝑎𝑣𝑔’’ represents the mean value of the recalls
of unigram, bigram, trigram, and 5-gram. ‘‘Lead’’ represents the truncation method.
Method CLSum-CA CLSum-HK CLSum-UK CLSum-AUS

R-1 R-avg R-1 R-avg R-1 R-avg R-1 R-avg

Lead 68.41 30.46 85.67 52.29 83.81 54.47 80.05 46.95
LexRank 69.10 30.61 85.61 52.38 83.15 53.84 85.83 50.91
TextRank 69.88 30.88 85.68 52.45 83.06 53.70 85.90 50.91

rephrase each sentence in judgment documents and target summaries (Dai et al., 2023). Legal texts usually contain more legal
terms compared to texts in the general domain. These terms must be used accurately in court judgments and their summaries.
Therefore, we propose knowledge-constrained rephrasing, which introduces legal knowledge into the prompts of LLMs to constrain
the synthesized sentences to accurately use legal concepts in the data augmentation process. The prompt templates and examples of
these data augmentation methods are shown in Fig. 3. These generated sentences are merged as new data samples. We supplement
the synthetic data into the training sets to alleviate the impact of insufficient labeled data.

5.2. Salient content identification and integration

Judgment documents in our CLSum datasets usually contain tens of thousands of words, as depicted in Table 2. The salient
content is dispersed within different parts of these long judgment documents. Nonetheless, foundation models are commonly pre-
trained on text sequences that have a predetermined maximum length. When abstractive summarization models cannot accept the
entire document as input, compressing the input length while preserving key information is crucial. Apart from simply truncating
the document, there exist more efficient content selection methods.

We conduct two-stage operations to identify and integrate the salient content from coarse to fine. The first stage, named salient
content selection, can be regarded as a rough selection. The recall of essential content that should be retained in summaries is
maximized during the compression of long inputs. Subsequently, the condensed inputs are passed to summarization models for
fine-grained content selection and integration. The salient content selection stage and summarization stage are shown in the upper
part of Fig. 4.

The step of content selection is designed to preserve the maximum key information when compressing the input to a fixed
length. We compare different methods’ performance and mainly focus on their average recall of n-grams. LexRank and TextRank
methods score and rank input sentences and then select the top-ranked sentences according to a predefined length.9 Table 4 shows
these methods’ evaluation results on the training set of CLSum. We choose the most effective method for content selection in
our subsequent experiments. Specifically, we adopt TextRank for CLSum-CA, CLSum-HK, and CLSum-AUS and use truncation for
CLSum-UK.

9 In our experiments, content selection methods compress the input length to 16,384 tokens.
7
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Fig. 4. Detailed workflow of our method. Two detailed processes of the summarization stage in the upper part of the figure is shown in the lower part of this
figure.

5.3. Improving the efficiency of models and training methods

Most real-world applications not only face low data resources but also have the constraint of low computing resources. Especially
when available computing resources are limited, improving the efficiency of model training and inference is a crucial issue. Many
summarization methods require large computing resources when processing long documents, which limits their applications. In
transformer-based models (Vaswani et al., 2017), the self-attention mechanism’s complexity exhibits a quadratic increase with the
input length. It can take up a lot of GPU memory and limit models’ efficiency. Moreover, the limited GPU memory size poses
constraints on transformer-based models’ capability to model longer context. To improve summarization models’ efficiency, we
employ sparse attention mechanisms (Beltagy et al., 2020; Dao et al., 2022; Guo et al., 2022). Summarization models employing
sparse attention mechanisms have the capability to model longer contexts with the same size of GPU memory. Additionally, our
two-stage summarization framework also reduces the context length that neural summarization models need to model, thus reducing
the associated GPU memory consumption.

In addition to efficient models, efficient training methods can also expedite the training process. We adopt some memory-efficient
training methods, like gradient accumulation, gradient checkpointing,10 parameter quantization (Dettmers, Lewis, Belkada et al.,
2022; Wu et al., 2023), memory-efficient optimizer (Dettmers, Lewis, Shleifer et al., 2022; Rajbhandari et al., 2020), and adding
parameter-efficient adapters (Dettmers et al., 2023; Hu et al., 2021). For those models pre-trained on the shorter input sequences,
we adopt a divide-and-conquer-based training strategy for generating summary segments, followed by merging them to form the
final summary. The general process for models capable of modeling long texts and the divide-and-conquer-based process for models
pre-trained on shorter texts are shown in the lower part of Fig. 4. These efficient training methods enable us to fine-tune LLMs on
lengthy inputs using one off-the-shelf GPU.

6. Experiments

6.1. Baselines

We employ various summarization methods as baselines and evaluate them on our CLSum dataset.
TextRank and LexRank (Erkan & Radev, 2004; Mihalcea & Tarau, 2004) are graph-based ranking methods that are widely employed
in unsupervised extractive summarization.
Longformer-Encoder-Decoder (LED) (Beltagy et al., 2020) is built on the architecture of the BART model (Lewis et al., 2020) and
employs sparse attention mechanisms to replace the original self-attention mechanism within its encoder.
Legal-LED11 is the LED model fine-tuned on the litigation releases of U.S. Securities and Exchange Commission (SEC).12

LongT5 (Guo et al., 2022) replaces the self-attention mechanism with a global–local attention mechanism in the encoder part of T5
model (Raffel et al., 2020) to model longer inputs.
BLOOM (Workshop et al., 2022) is an open-source LLM collection with parameter numbers ranging from 560 m to 176B. BLOOM
is pre-trained on a corpus comprised of dozens of languages.

10 github.com/cybertronai/gradient-checkpointing.
11 github.com/nsi319/Legal-Summarizer.
12 www.sec.gov/litigation/litreleases.htm.
8
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LLaMA (Touvron et al., 2023) is a collection of LLMs whose parameter numbers range from 7B to 65B. LLaMA is trained on publicly
vailable data.
icuna (Chiang et al., 2023) is a set of LLaMA models fine-tuned with user-shared ChatGPT conversation data.

GPT-3.5-turbo13 is the model employed in the ChatGPT. Its fine-tuning process employs Reinforcement Learning from Human
eedback (RLHF) on the GPT-3.5 model (OpenAI, 2022).

.2. Experimental setting

For LED-based models (LED and Legal-LED), the vocabulary size is set as 50,265, whereas LLaMA-based models (Vicuna and
LaMA) and LongT5 model utilize a default vocabulary size of 32,000 and 32,128, respectively. When fine-tuning the LED-based
odel, we set the learning rate to 5𝑒−5. The LLaMA-based models and LongT5 model use 2𝑒−5 and 1𝑒−3, respectively. We utilize

he warmup and decay of the learning rate for all these models. As for the optimizer, we use Adam (Kingma & Ba, 2015) with
1 = 0.9 and 𝛽2 = 0.999 for LED-based models and Adafactor (Shazeer & Stern, 2018) for T5-based models. When fine-tuning LLaMA
nd Vicuna models, we use 4-bit NormalFloat (NF4), QLoRA, and 32-bit paged AdamW optimizer (Dettmers et al., 2023) to save
PU memory. Different foundation models are pre-trained on texts of different lengths. In the fine-tuning stage, we predefine the
aximum input length for each model to match its input length during the pre-training. Given the constraints of GPU memory size,
odels equipped with sparse attention mechanisms (e.g., LongT5, LED, Legal-LED) can be pre-trained on longer text sequences.
heir maximum input length is 16,384. We fine-tuned them to generate the full summary directly. For models pre-trained on the
horter input sequences (e.g., LLaMA and Vicuna), we utilize the divide-and-conquer-based training strategy for generating summary
egments, followed by combining them to form the final summary. We employ the beam search, whose beam size is five. We utilize
he implementations of LongT5, LED, Legal-LED, and Vicuna from HuggingFace’s Transformers (Wolf, Chaumond, Debut, et al.,
020) and LLaMA’s implementation from Touvron et al. (2023). We fine-tune these models using one GPU named Nvidia RTX8000.

.3. Evaluation metrics

We carry out automatic evaluation and human evaluation for assessing the summaries generated by various models. The
utomatic evaluation metrics we used can be further divided into statistics-based evaluation metrics (e.g., ROUGE) and model-
ased evaluation metrics (e.g., BARTScore). We not only employ these commonly used evaluation metrics but also propose a novel
valuation metric named legal text score (LTScore).

We present F1 scores of Recall-Oriented Understudy for Gisting Evaluation (ROUGE) (Lin, 2004) in our experimental results.
pecifically, we measure overlaps of unigrams (R-1), bigrams (R-2), and the longest common subsequence (R-L) between output
ummaries and target summaries.

BARTScore (Yuan, Neubig, & Liu, 2021) is a model-based evaluation metric assessing the quality of generated text by formulating
t as a text generation task. Built on the pre-trained BART model (Lewis et al., 2020), BARTScore calculates the log probability of
ne text sequence 𝑦 when given another text sequence x. In Eq. (2), 𝜃 represents the given pre-trained BART model’s parameters.
ARTScore sets equal weight 𝜔𝑡 for each token.

BARTScore =
𝑚
∑

𝑡=1
𝜔𝑡 log 𝑝

(

𝐲𝑡 ∣ 𝐲<𝑡, 𝐱, 𝜃
)

(2)

Compared with general documents, legal documents usually contain many specialized expressions and domain knowledge.
ompared with the BART model trained on the general domain corpus, the models trained on legal instruments have a better
ommand of these specialized expressions and domain knowledge. To evaluate the generated legal text, we design an evaluation
etric named legal text score (LTScore). LTScore employs a set of foundation models (e.g., LED and Vicuna) fine-tuned on our legal

orpus to vote the score for each text sequence.
Legal texts usually contain more legal terms compared to texts in the general domain. These terms must be used accurately in

ourt judgments and their summaries. Therefore, LTScore assigns greater weight to legal terms in judgment summaries to better
valuate whether these legal terms are used accurately. LTScore can be calculated according to the following formulas.

LTScore𝑃 =
𝑛
∑

𝑗=1
𝜔′
𝑗

𝑚
∑

𝑡=1
𝜔𝑡 log 𝑝

(

cand𝑡 ∣ cand<𝑡, ref , 𝜃𝑗
)

(3a)

LTScore𝑅 =
𝑛
∑

𝑗=1
𝜔′
𝑗

𝑚
∑

𝑡=1
𝜔𝑡 log 𝑝

(

ref 𝑡 ∣ ref<𝑡, cand, 𝜃𝑗
)

(3b)

LTScoreF1 =
2 × LTScore𝑃 × LTScore𝑅
LTScore𝑃 + LTScore𝑅

(3c)

𝜔𝑡 =

{

1, if token𝑡 ∉ 𝑔𝑖
1 + 𝑒𝜔𝑔𝑖 , if token𝑡 ∈ 𝑔𝑖

(3d)

13 We adopt the GPT-3.5-turbo-0301 API from Azure Cloud.
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Table 5
Automatic evaluation results of summarization models’ zero-shot performance. R1, R2, and RL are the F1 score of ROUGE-1,
ROUGE-2, and ROUGE-L.

Method CLSum-CA CLSum-HK CLSum-UK CLSum-AUS
R1/R2/RL R1/R2/RL R1/R2/RL R1/R2/RL

LexRank 31.87/9.54/13.24 49.66/23.58/21.41 60.28/26.86/22.84 53.57/24.46/24.24
TextRank 32.03/9.36/13.57 51.50/24.36/23.65 60.62/27.22/25.39 54.31/24.51/24.61
GPT3.5 50.01/18.58/20.62 54.28/24.04/25.13 57.05/25.51/24.10 54.10/25.51/25.11
BLOOM560M 38.83/11.52/16.41 42.31/14.92/19.52 49.29/18.15/20.71 37.80/14.74/17.84
BLOOM7B1 39.05/11.90/16.78 46.07/18.10/20.97 53.75/22.36/23.15 40.29/17.43/19.06
LLaMA7B 39.88/11.90/15.99 47.60/18.22/20.91 54.72/22.52/22.59 40.55/15.75/18.88
LLaMA13B 40.59/12.63/16.19 48.21/18.90/20.88 52.80/21.87/22.23 43.41/17.44/19.74
Vicuna7B 47.32/16.42/20.00 53.01/23.20/23.94 57.29/27.38/24.40 57.27/27.53/27.03
Vicuna13B 47.69/17.17/20.29 53.08/24.45/24.91 57.86/28.69/25.46 57.33/27.36/26.75
LongT5 23.29/6.08/10.23 46.73/16.63/19.32 52.32/19.68/20.40 43.43/16.93/19.88
LEDBase 23.63/6.83/11.58 47.26/18.16/19.85 56.08/21.52/21.43 44.84/15.73/21.25
Legal-LED 37.10/6.97/16.66 39.43/9.79/17.88 37.46/10.07/17.05 42.28/11.08/19.78
LEDLarge 23.87/6.80/10.79 47.03/17.27/19.97 49.02/17.91/20.85 43.64/15.57/20.40

𝜔𝑔𝑖 =
Score(𝑔𝑖) − Score(𝐺)min

Score(𝐺)max − Score(𝐺)min
𝑔𝑖 ∈ 𝐺 (3e)

Eqs. (3a) and (3b) calculate the precision and recall of LTScore. In Eq. (3c), the F1 score of LTScore is the arithmetic average
of its recall and precision. We adopt a set of foundation models (LED and Vicuna) fine-tuned on our CLSum dataset to vote the
final score in Eq. (3a) and (3b). Each fine-tuned foundation model calculates log 𝑝 independently. The final LTScore is the weighted
sum of the scores calculated by these models. 𝜃𝑗 ∈ {𝜃1,… , 𝜃𝑛} represents the 𝑗th fine-tuned foundation model’s parameters. In our
experiments, we assign the equal weights 𝜔′

𝑗 = 1∕𝑛 for these fine-tuned foundation models.
To emphasize the precise use of legal terms, we assign different weights 𝜔𝑡 for input tokens. For each sample, we select the

phrases appearing in the candidate sequence or reference sequence from the glossary of legal terms.14 We rank these selected
phrases according to their importance scores and then select the set of phrases 𝐺 with top-100 importance scores Score(𝐺). In
our experiments, we employ these phrases’ tf-idf scores as their importance scores Score(𝐺). The 𝑔𝑖 is the 𝑖th phrase in the selected
top-100 phrases set 𝐺. Eq. (3e) calculates the Min–Max normalized importance score of 𝑔𝑖 as 𝜔𝑔𝑖 . Eq. (3d) calculates the weight 𝜔𝑡
of the t-th token token𝑡 in the candidate sequence or reference sequence. If the t-th token token𝑡 is a part of the phrase 𝑔𝑖, we add
the exponential weight of phrase 𝑔𝑖 to the t-th token’s weight 𝑤𝑡.

LTScore enhances the adaptation to legal texts from two aspects: not only by injecting legal knowledge through fine-tuning base
models on the legal dataset but also by adjusting token weights to emphasize the precise use of legal terms.

7. Results and discussion

In this section, we exhibit our experimental results, and then we analyze and discuss these results. We carry out automatic
evaluation and human evaluation for assessing the summaries generated by various summarization models. Furthermore, we
carry out comprehensive comparative experiments to find essential model components and settings that are capable of improving
summarization performance.

7.1. Summarization results

We employ multiple metrics to assess the quality of the output summaries in the automatic evaluation. Specifically, we adopt the
F1 score of ROUGE (Lin, 2004),15 and some model-based metrics, including BARTScoreF1 and our proposed LTScoreF1 . We evaluate
different summarization models’ zero-shot and few-shot performance.

Table 5 reports the zero-shot performance of different summarization models. Under the zero-shot setting, LLMs (GPT-3.5-turbo
and Vicuna) are competitive on all subsets of our CLSum dataset. The Vicuna models (Chiang et al., 2023) fine-tuned with user-
shared ChatGPT conversations largely surpass the original LLaMA models (Touvron et al., 2023) and the BLOOM model with
similar parameter sizes. The zero-shot performance of some pre-trained sequence-to-sequence models with hundreds of millions
of parameters (LongT5, LED, Legal-LED, and BLOOM560M) is not as good as that of unsupervised extractive methods (LexRank and
TextRank).

As for the few-shot setting, we fine-tune summarization models on training sets of increasing size (from ten examples to
hundreds of examples). Figs. 5, 6, and 7 visualize the impact of training set size on the ROUGE-2 scores, BARTScore, and
LTScore of the generated summaries. Even fine-tuning on only a few examples can bring obvious performance gains for these
abstractive summarization methods, which validates the necessity of fine-tuning on downstream tasks. These summarization models’
performance improvements decay as the training set size increases.

14 www.glossary.doj.gov.hk/.
15 github.com/bheinzerling/pyrouge.
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c

Fig. 5. Automatic evaluation result (ROUGE-2F1 Score) on CLSum.

Fig. 6. Automatic evaluation result (BARTScoreF1 ) on CLSum.

In our human evaluation, we compare the outputs of summarization models based on their informativeness (i.e., cover salient
ontent of input documents), fluency (i.e., summary content is well organized and uses grammar appropriately), and non-redundancy
11
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Fig. 7. Automatic evaluation result (LTScoreF1 ) on CLSum.

Table 6
Human evaluation results on CLSum dataset. ‘‘win’’ denotes that the current model’s output summary surpasses that of LEDLarge
model in one dimension.

Vicuna13B Vicuna7B
win lose tie kappa win lose tie kappa

CLSum-CA
Informativeness 23.3% 31.1% 45.6% 0.671 21.1% 26.7% 52.2% 0.618
Fluency 18.9% 21.1% 60.0% 0.623 17.8% 18.9% 63.3% 0.603
Non-redundancy 27.8% 36.7% 35.6% 0.614 28.9% 33.3% 37.8% 0.648

CLSum-HK
Informativeness 24.4% 28.9% 46.7% 0.635 26.7% 27.8% 45.6% 0.638
Fluency 20.0% 22.2% 57.8% 0.634 21.1% 24.4% 54.4% 0.629
Non-redundancy 17.8% 18.9% 63.3% 0.624 18.9% 20.0% 61.1% 0.677

CLSum-UK
Informativeness 37.8% 30.0% 32.2% 0.648 35.6% 31.1% 33.3% 0.649
Fluency 28.9% 25.6% 45.6% 0.655 26.7% 24.4% 48.9% 0.612
Non-redundancy 17.7% 20.0% 62.2% 0.672 15.6% 16.7% 67.8% 0.636

CLSum-AUS
Informativeness 30.0% 28.9% 41.1% 0.662 28.9% 27.8% 43.3% 0.625
Fluency 26.7% 24.4% 48.9% 0.647 23.3% 22.2% 54.4% 0.629
Non-redundancy 25.6% 26.7% 47.8% 0.668 20.0% 22.2% 57.8% 0.615

(i.e., less repetition in output summary). We selected 30 samples at random from each CLSum subset’s test set. For each sample,
three annotators assess and compare the anonymously presented output summaries from two models. Additionally, we evaluate the
agreement among annotators using Fleiss’ kappa (Fleiss, 1971).

Table 6 exhibits our human evaluation results. Three models fine-tuned on each entire subset are compared here. The CLSum-CA
nd CLSum-HK subsets have very few samples in their training sets. On these two subsets, the Vicuna models perform worse than
he LED model in terms of informativeness. Tables 2 and 3 present that target summaries’ average length is shorter in the CLSum-CA
ubset. The shorter target summaries in the CLSum-CA comprise more new n-grams that are absent in the input and exhibit lower
overage and density of extractive fragments. Generating these more abstractive summaries can be difficult, particularly when the
ummarization model is fine-tuned on a very small training set. We discover that Vicuna models trained with the divide-and-conquer
ethod on the CLSum-CA subset generate more redundant and less informative summary content than the LED model. When there
12
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Fig. 8. Correlation of automatic evaluation metrics. ‘‘LTScore-LED’’ and ‘‘LTScore-Vicuna’’ are LTScoreF1 calculated by a single finetuned foundation model.
‘‘LTScore’’ denotes the final weighted sum of LTScoreF1 . R1, R2, and RL are the F1 score of ROUGE-1, ROUGE-2, and ROUGE-L. ‘‘BARTScore’’ represents
BARTScoreF1 .

is a lack of training samples, the semantics of the generated summaries for different segments become relatively concentrated and
exhibit more repeated content. Tables 2 and 3 also exhibit that the average length of target summaries is longer in the CLSum-
HK subset. These longer target summaries’ content is more diverse and less abstractive. When employing divide-and-conquer,
semantically dispersed and longer target summaries for each segment will guide the summarization model to focus on different
content when summarizing different segments. The lack of training samples in the CLSum-HK subset mainly affects informativeness
and has less impact on the redundancy of generated summaries. On the CLSum-UK and CLSum-AUS subsets, the Vicuna models can
outperform the LED model in informativeness, while these models are comparable regarding fluency and non-redundancy. These
results verify that the training set size can affect the model acquiring the capacity to effectively summarize key information during
fine-tuning, consequently influencing the informativeness of output summaries.

Fig. 8 depicts the Pearson correlation among various evaluation metrics. The correlation among ROUGE scores on different N-
grams is high. Although the LTScores calculated by the individual fine-tuned foundation model (LED and Vicuna) have a lower
correlation with ROUGE scores, the final LTScore (weighted sum) correlated with the ROUGE scores roughly as well as the
BARTScore.

7.2. Discussion on the training set size

For models trained on the same training set, the larger models’ few-shot performance is not always better than that of the smaller
models. With the increase in the number of training samples, the performance of LLMs (LLaMA and Vicuna) improves slower than
these smaller pre-trained sequence-to-sequence models (LongT5, LED, and Legal-LED). This may be caused by two reasons: (1)
When adopting the QLoRA (Dettmers et al., 2023) technology, the number of trainable parameters is smaller than the entire model’s
parameter number. The small number of trainable parameters limits the new knowledge that the model can learn during fine-tuning;
(2) Compared with the training data utilized in the pre-training stage and supervised fine-tuning (SFT) stage, the amount of labeled
samples used in our fine-tuning process is relatively small, thereby having limited impact on model performance.

Finally, the performance of pre-trained models with hundreds of millions of parameters (LongT5, LED, and Legal-LED) can exceed
that of a large language model with billions of parameters (LLaMA and Vicuna). Training smaller models with more labeled data
can achieve comparable performance, which is critical to reducing the cost of deploying models in real-world applications.

7.3. Discussion on supervised fine-tuning and RLHF

The Vicuna models (Chiang et al., 2023) fine-tuned with user-shared ChatGPT conversations largely surpass the original LLaMA
models (Touvron et al., 2023) in the zero-shot setting. Regarding the few-shot performance, supervised fine-tuning (SFT) can
13
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Table 7
Evaluation results of summarization models trained on augmented datasets. R1, R2, and RL are the F1 score of ROUGE-1,
ROUGE-2, and ROUGE-L.
Method Full train set Rephrasing Constrained rephrasing Back translation

R1/R2/RL R1/R2/RL R1/R2/RL R1/R2/RL

CLSum-CA
LLaMA-7B 47.91/18.10/20.74 46.41/16.79/21.24 52.17/19.46/22.39 39.91/12.06/21.18
LLaMA-13B 48.09/17.00/20.45 45.90/17.09/21.56 51.02/19.41/22.70 47.21/17.30/21.94
Vicuna-7B 47.62/17.36/22.05 47.92/17.47/23.10 52.45/19.65/22.80 43.22/14.92/21.48
Vicuna-13B 50.66/19.22/22.68 49.93/18.86/23.06 51.02/18.49/21.79 49.39/18.70/22.36
LongT5 55.85/19.98/21.48 55.01/19.88/21.73 55.31/20.18/21.84 55.62/19.93/21.70
LED-Base 54.57/19.63/21.32 53.28/19.57/21.39 54.94/20.08/22.10 52.75/19.29/20.80
Legal-LED 56.04/20.33/21.73 53.95/19.95/21.63 54.95/20.64/22.13 55.09/20.29/21.56
LED-Large 57.23/21.15/22.65 56.64/21.17/22.17 56.62/21.72/22.81 56.50/21.00/22.28
Average improvement % −2.14/−1.32/1.65 2.82/4.82/3.29 −4.62/−6.41/0.20

CLSum-HK
LLaMA-7B 51.71/23.30/26.18 52.14/23.66/25.72 53.39/24.04/25.76 52.40/23.58/24.83
LLaMA-13B 52.21/23.99/26.06 53.15/24.76/26.24 53.53/24.67/26.83 53.06/23.84/26.06
Vicuna-7B 55.01/25.26/26.42 54.32/25.32/26.24 54.71/25.27/26.15 54.64/24.94/26.07
Vicuna-13B 55.07/26.18/26.78 55.30/25.96/26.98 56.31/26.45/27.02 54.87/25.14/26.17
LongT5 56.29/26.67/24.85 55.92/26.57/25.14 55.80/26.39/25.21 55.40/26.10/24.43
LED-Base 55.56/25.47/23.04 53.98/24.66/23.36 55.89/24.72/24.03 55.05/25.51/24.19
Legal-LED 56.10/25.50/23.74 55.46/25.82/24.20 56.12/25.36/24.85 55.88/26.10/24.13
LED-Large 56.43/26.49/24.92 56.69/27.04/25.37 57.15/26.44/25.52 55.75/25.85/24.41
Average improvement % −0.30/0.49/0.66 1.06/0.29/1.76 −0.27/−0.84/−0.73

CLSum-UK
LLaMA-7B 60.68/27.65/26.04 60.83/28.29/26.68 60.47/27.14/25.90 60.37/27.37/26.05
LLaMA-13B 61.13/28.49/26.52 60.81/28.21/26.29 60.69/28.44/26.75 61.27/28.99/27.12
Vicuna-7B 61.42/29.04/26.83 61.58/29.28/27.10 61.63/29.46/27.30 61.53/28.78/26.77
Vicuna-13B 61.47/29.15/27.07 61.48/29.37/27.38 61.27/28.71/27.16 61.44/29.24/27.00
LongT5 59.62/28.08/26.64 59.76/27.81/26.22 60.27/28.62/26.86 60.54/29.23/26.93
LED-Base 62.18/28.92/25.91 62.63/29.52/26.58 62.41/30.81/27.41 61.61/28.49/26.02
Legal-LED 62.59/29.37/25.93 62.43/29.51/26.63 62.43/30.68/27.57 62.05/28.67/25.94
LED-Large 61.55/29.09/26.27 61.38/28.80/26.64 62.50/31.16/28.17 61.98/29.41/26.81
Average improvement % 0.05/0.44/1.11 0.21/2.24/2.82 0.04/0.19/0.68

CLSum-AUS
LLaMA-7B 56.24/28.56/28.71 55.87/28.92/29.38 57.27/26.07/26.39 56.78/28.93/29.29
LLaMA-13B 58.76/31.04/30.64 58.69/31.03/30.70 57.81/30.02/29.74 58.25/31.10/30.73
Vicuna-7B 57.95/30.46/30.77 58.18/27.92/27.64 57.84/30.10/30.70 57.17/29.88/30.33
Vicuna-13B 58.17/30.51/30.86 58.10/30.71/30.98 57.17/30.30/31.27 58.57/31.22/30.96
LongT5 61.99/31.82/31.55 60.90/30.51/30.31 61.57/31.52/31.18 60.89/30.77/30.74
LED-Base 62.65/32.38/30.92 61.75/31.63/30.52 63.14/35.19/33.32 62.40/32.14/30.84
Legal-LED 62.42/32.11/30.54 61.61/31.70/30.47 62.77/34.44/32.61 62.27/31.88/30.78
LED-Large 62.64/32.78/31.57 62.44/32.38/31.14 62.72/32.66/31.27 63.07/33.01/31.47
Average improvement % −0.66/−1.92/−1.76 −0.11/0.09/0.31 −0.29/−0.27/−0.14

assist LLMs in achieving commendable results by fine-tuning on a small set of labeled samples. Our experiment results verify the
effectiveness of SFT.

We discover that GPT-3.5-turbo16 fine-tuned with RLHF (OpenAI, 2022) has difficulty in generating case statements. The RLHF
rocess trains the model to avoid generating illegal content. However, court judgment documents usually require an accurate
tatement of the parties’ illegal facts, which are crucial bases for the judgment. RLHF used on general domains is not suitable
or legal text generation. It requires a specially designed RLHF process to adequately cater to the complex requirements in the
egal field. Court judgment summarization models’ outputs should accurately and objectively reflect the cases’ facts and the court’s
ecisions. There should be no factual or logical errors. Parties from different groups should be treated fairly.

.4. Discussion on data augmentation methods

The performance of supervised models trained from scratch is typically constrained by the training set size. As introduced in
ection 5.1, we adopt and compare different data augmentation methods, including rephrasing, knowledge-constrained rephrasing,
nd back translation, to expand the training sets and reduce overfitting to the limited training samples. In our experiments, we
oubled the training set size using each data augmentation method. Table 7 shows the impact of three data augmentation methods
n summarization results. These data augmentation methods bring different performance gains to summarization models trained on

16 We adopt the GPT-3.5-turbo-0301 API from Azure Cloud.
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Table 8
Effect of the amount of trainable parameters in the QLoRA adapter. R1, R2, and RL are the F1 score of ROUGE-1, ROUGE-2,
and ROUGE-L.
Dataset Method Rank = 8 Rank = 16 Rank = 32

R1/R2/RL R1/R2/RL R1/R2/RL

CLSum-CA

LLaMA-7B 47.91/18.10/20.74 40.35/13.40/20.93 42.04/13.09/21.49
LLaMA-13B 48.09/17.00/20.45 48.54/14.42/19.16 46.86/16.50/20.91
Vicuna-7B 47.62/17.36/22.05 48.26/17.47/22.49 46.22/16.13/22.39
Vicuna-13B 50.66/19.22/22.68 49.66/19.04/22.29 50.44/19.14/22.84

CLSum-HK

LLaMA-7B 51.71/23.30/26.18 53.73/24.31/26.32 53.64/24.25/26.16
LLaMA-13B 52.21/23.99/26.06 54.13/25.31/26.61 54.89/25.83/26.90
Vicuna-7B 55.01/25.26/26.42 55.02/25.20/26.40 55.13/25.82/26.58
Vicuna-13B 55.07/26.18/26.78 55.82/27.25/27.54 55.82/26.95/27.00

CLSum-UK

LLaMA-7B 60.68/27.65/26.04 61.04/27.88/26.05 60.55/27.96/26.21
LLaMA-13B 61.13/28.49/26.52 60.75/28.19/26.34 60.52/28.14/26.03
Vicuna-7B 61.42/29.04/26.83 61.45/28.44/26.56 61.19/28.80/26.47
Vicuna-13B 61.47/29.15/27.07 61.30/28.42/26.71 60.93/28.66/26.81

CLSum-AUS

LLaMA-7B 56.24/28.56/28.71 56.21/28.61/28.95 56.32/28.55/28.82
LLaMA-13B 58.76/31.04/30.64 59.15/31.82/31.81 58.62/31.35/31.60
Vicuna-7B 57.95/30.46/30.77 56.98/30.14/30.35 57.45/30.34/31.00
Vicuna-13B 58.17/30.51/30.86 57.19/30.09/30.94 57.88/30.56/30.94

different subsets of CLSum. Experimental results verify that our proposed knowledge-constrained rephrasing method is helpful in
the absence of labeled data. As shown in Table 2, CLSum-CA has the smallest training set. Data augmentation methods bring the
most significant performance gain to summarization models trained on this subset. CLSum-AUS has the largest training set. Data
augmentation methods bring marginal performance gain to models trained on that subset. This verifies that our data augmentation
method primarily mitigates the impact of insufficient labeled data. The original rephrasing method and back translation method can
benefit the ROUGE-L scores, but they often yield negative effects on ROUGE-1 and ROUGE-2 scores. Without the constraints of legal
knowledge, there may be many errors in the data synthesized by data augmentation, which can adversely affect the summarization
performance. Adding constraints in the rephrasing process can ensure the accurate use of legal terms in the synthesized data. This
helps train models to accurately use relevant terms when generating judgment summaries.

7.5. Discussion on adapters’ trainable parameters

The adapter is a small set of trainable parameters added to the large language models. We use the Low-rank Adapter
LoRA) (Dettmers et al., 2023; Hu et al., 2021) to reduce the consumption of GPU memory when fine-tuning LLaMA and Vicuna
odels. As shown in Eq. (4), LoRA supplements the original linear projection ℎ = 𝑊0𝑥 with an additional factorized projection.

During training, 𝑊0 ∈ R𝑑×𝑘 remain unchanged, whereas 𝐴 ∈ R𝑟×𝑘 and 𝐵 ∈ R𝑑×𝑟, which have a rank 𝑟 ≪ min(𝑑, 𝑘), comprise trainable
arameters.

ℎ = 𝑊0𝑥 + 𝛥𝑊 𝑥 = 𝑊0𝑥 + 𝐵𝐴𝑥 (4)

Table 8 shows the impact of LoRA’s rank 𝑟 on summarization results. The number of trainable parameters in the adapters expands
s the rank 𝑟 increases. Results show that increasing the LoRA’s rank 𝑟 does not necessarily improve the generated summaries. The
rimary constraint on the model performance stems from the inadequate quantity of training samples.

.6. Case study

We conduct a case study to compare and analyze summaries generated by different models. Fig. 9 presents fragments in the
arget summary and different models’ output summaries. When comparing these summaries, we find that summaries produced by
xtractive summarization methods lack fluency and readability. The summaries generated by LLM (Vicuna) under the zero-shot
etting are quite different from the target summary in format. The summaries generated by the fine-tuned models (LED and Vicuna)
re closer to the target summaries in both content and format, even though the models used here were fine-tuned with only 100
amples. This case study demonstrates that supervised fine-tuning is crucial for ensuring that the generated summaries meet the
ontent and formatting requirements.

. Conclusion and future work

This paper introduces CLSum, a large-scale summarization dataset covering court judgments from four common law jurisdictions,
ncluding Canada, Australia, the United Kingdom, and Hong Kong SAR. Besides, we propose a large language model (LLM) based
olution for the low-resource court judgment summarization. We present a series of methods to deal with three challenges: (1)
raining supervised summarization models with very limited labeled data, (2) identifying the salient content dispersed within the
ong judgment document, and (3) improving the efficiency of summarization models and training methods to process long input
15
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Fig. 9. The output summaries of an example from the CLSum-HK.

ocuments and summaries. This is the first court judgment summarization work adopting LLMs in data augmentation, summary
eneration, and evaluation. Specifically, we design an LLM-based data augmentation method named knowledge-constrained
16
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rephrasing. It introduces legal knowledge into the prompts of LLMs to constrain the synthesized text to accurately use legal concepts.
Furthermore, we design a legal knowledge enhanced evaluation metric named LTScore to assess the generated legal text. We employ
various summarization methods as baselines and benchmark them on our CLSum dataset. Our experimental results verify that the
LLM-based summarization methods can perform well in the few-shot and zero-shot settings. Our LLM-based data augmentation
method can alleviate the impact of low data resources. We carry out comprehensive comparative experiments to find essential model
components and settings that are capable of enhancing summarization performance, including the training set size, foundation model
architecture, SFT, and the RLHF process.

In future work, we aim to improve the dataset, summarization models, and evaluation metrics. We plan to build a larger
ataset covering judgments from more jurisdictions. To further improve summarization models, we plan to use larger LLMs and
esign specific alignment mechanisms that adequately cater to the complex requirements in the legal field. We also plan to
esign more sophisticated evaluation methods to accurately evaluate the generated legal text. Overall, low-resource court judgment
ummarization remains an open problem, which offers the potential for improvement and requires novel solutions to address the
ssociated issues.
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ppendix

.1. Summarization models’ few-shot performance

Table 9 presents various summarization models’ few-shot performance. We fine-tune summarization models on training sets
f increasing size (from ten examples to hundreds of examples). Figs. 5, 6, and 7 visualize the impact of training set size on the
OUGE-2 scores, BARTScore, and LTScore of the generated summaries. Figs. 10 and 11 visualize the impact of training set size
n the generated summaries’ LTScore-LED and LTScore-Vicuna. These LTScore are calculated by single foundation model (LED or
icuna). Their Pearson correlation with other evaluation metrics is shown in Fig. 8. For relevant result analysis, please refer to
ection 7.1.

.2. Summarization models’ details

These summarization models’ implementation details are shown in Table 10.
17
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Table 9
Automatic evaluation results of summarization models’ few-shot performance. ‘‘N examples’’ denotes using N examples when
fine-tuning models. R1, R2, and RL are the F1 score of ROUGE-1, ROUGE-2, and ROUGE-L.

Method CLSum-CA

10 examples 50 examples 100 examples 500 examples
R1/R2/RL R1/R2/RL R1/R2/RL R1/R2/RL

LLaMA7B 46.41/15.95/19.00 45.61/15.80/20.08 47.91/18.10/20.74 –
LLaMA13B 44.08/16.80/18.30 45.44/15.70/20.22 48.09/17.00/20.45 –
Vicuna7B 47.94/16.78/20.77 47.02/17.00/21.64 47.62/17.36/22.05 –
Vicuna13B 48.36/17.50/20.32 49.78/19.29/22.72 50.66/19.22/22.68 –
LongT5 48.97/12.79/18.10 52.77/19.23/21.15 55.85/19.98/21.48 –
LEDBase 51.41/16.76/20.75 55.10/19.39/21.36 54.57/19.63/21.32 –
Legal-LED 51.94/16.65/20.80 54.63/19.10/21.43 56.04/20.33/21.73 –
LEDLarge 54.37/17.29/20.85 56.27/19.52/21.54 57.23/21.15/22.65 –

Method CLSum-HK

10 examples 50 examples 100 examples 500 examples
R1/R2/RL R1/R2/RL R1/R2/RL R1/R2/RL

LLaMA7B 53.15/23.15/24.31 50.66/22.81/25.39 51.71/23.30/26.18 –
LLaMA13B 52.75/22.95/25.03 51.98/22.76/25.22 52.21/23.99/26.06 –
Vicuna7B 55.58/25.57/26.26 54.84/25.26/26.50 55.01/25.26/26.42 –
Vicuna13B 54.14/24.83/26.15 56.04/26.99/27.67 55.07/26.18/26.78 –
LongT5 51.35/19.38/21.39 55.36/24.81/23.50 56.29/26.67/24.85 –
LEDBase 53.03/21.36/21.89 53.62/23.52/22.65 55.56/25.47/23.04 –
Legal-LED 53.26/22.05/22.54 54.23/24.45/23.58 56.10/25.50/23.74 –
LEDLarge 53.96/22.52/22.42 53.61/22.93/22.23 56.43/26.49/24.92 –

Method CLSum-UK

10 examples 50 examples 100 examples 500 examples
R1/R2/RL R1/R2/RL R1/R2/RL R1/R2/RL

LLaMA7B 55.12/26.29/23.57 59.68/26.54/25.23 59.77/27.02/25.72 60.52/27.77/26.09
LLaMA13B 60.70/27.38/25.47 59.61/26.37/25.51 60.83/28.09/26.26 61.26/28.54/26.70
Vicuna7B 58.80/26.87/25.40 59.77/27.26/25.92 60.05/26.98/25.50 61.74/28.58/26.68
Vicuna13B 60.00/28.07/26.02 60.91/28.18/26.11 60.42/28.01/26.44 61.05/28.65/26.46
LongT5 55.47/23.24/22.38 57.80/25.81/24.13 58.07/25.99/24.48 58.51/26.73/25.89
LEDBase 59.61/24.19/22.00 60.23/26.59/23.48 60.28/27.64/24.37 62.06/29.40/25.30
Legal-LED 60.62/25.56/23.45 60.71/26.55/23.78 61.52/27.59/24.49 61.62/28.97/25.67
LEDLarge 59.33/24.28/22.55 60.78/26.79/24.05 61.42/27.78/24.58 61.78/28.90/26.28

Method CLSum-AUS

10 examples 50 examples 100 examples 500 examples
R1/R2/RL R1/R2/RL R1/R2/RL R1/R2/RL

LLaMA7B 58.07/27.92/28.29 58.11/29.28/30.22 57.08/29.32/30.53 57.77/30.69/30.81
LLaMA13B 57.73/27.61/27.85 57.37/29.49/30.67 59.19/30.96/31.05 59.32/31.60/32.16
Vicuna7B 57.27/29.65/29.20 56.80/29.42/29.49 57.27/30.01/30.40 57.66/30.13/30.47
Vicuna13B 55.03/27.45/27.27 55.70/28.58/29.52 56.41/29.12/29.95 57.73/30.41/30.95
LongT5 57.46/25.62/26.81 60.02/29.24/28.14 60.58/30.31/29.18 61.47/31.21/30.40
LEDBase 57.18/24.73/26.04 59.03/27.57/27.46 59.68/29.22/28.24 61.91/31.60/30.21
Legal-LED 57.97/25.72/26.63 59.84/28.85/28.16 60.00/29.37/28.52 61.86/31.74/30.24
LEDLarge 56.73/24.25/26.41 59.29/27.81/28.42 61.19/29.90/29.22 62.77/32.07/31.05

Table 10
Details of summarization models.

Model Architecture Params Enc/Dec layers Heads dmodel df f Input Len

LEDbase Enc-Dec 161.8M 6 12 768 3072 16,384
LEDlarge Enc-Dec 459.8M 12 16 1024 4096 16,384
Legal-LED Enc-Dec 161.8M 6 12 768 3072 16,384
LongT5base Enc-Dec 247.6M 12 12 768 2048 16,384
BLOOM560M Dec Only 559M 24 16 1024 4096 2048
BLOOM7B1 Dec Only 7.1B 30 32 4096 16,384 2048
LLaMA7B Dec Only 6.7B 32 32 4096 11,008 2048
LLaMA13B Dec Only 13.0B 40 40 5120 13,824 2048
Vicuna7B Dec Only 6.7B 32 32 4096 11,008 2048
Vicuna13B Dec Only 13.0B 40 40 5120 13,824 2048
18
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Fig. 10. Automatic evaluation result (LTScoreF1 -LED) on CLSum.

Fig. 11. Automatic evaluation result (LTScoreF1 -Vicuna) on CLSum.
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